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Abstract—Research on retaining students in computer science is clear: pedagogical and curricular interventions that are experienced by all students are the most effective. Yet understanding what brings faculty to modify their teaching practices is scant. This study presents findings from a study based on interviews with 66 computer science professors and instructors in the U.S. Faculty described various sources of student feedback that prompt them to change their teaching practices. Though not originally an interview topic, every instructor mentioned ways in which student feedback instigated change. Faculty described several sources of feedback that influence teaching choices, with the goal of trying to improve their teaching. These include formalized evaluations; feedback inferred from student performance; direct requests from students; and students’ nonverbal behavior. As sources of evidence for making decisions about teaching practices, each of these is problematic. We describe what makes them problematic and offer solutions described by faculty interviewed.
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I. INTRODUCTION

What brings postsecondary faculty to change their teaching practices? The answer to this question is important for a number of reasons. For one, technology is changing the possibilities of teaching and learning. Online courses— notwithstanding the mythology around massive online open courses (MOOCs)[1]—are the teaching and learning medium of choice for many faculty and students. In the effort to reduce costs of traditional university settings and to reach students who would not otherwise be able to take a course, distance courses are being offered and taken at increasing rates. In face-to-face courses, a variety of teaching techniques and information technologies are used to enhance learning and increase student engagement. In addition, government agencies and foundations have provided a great deal of funding for the development and evaluation of a variety of teaching innovations, not limited to technology. Communicating the availability of teaching techniques does not necessarily translate to adoption. Another critical reason for studying change in faculty teaching practice is research on retention: a robust body of empirical studies demonstrates that classroom teaching practices are among the strongest predictors of retention of students in computer science, particularly women [2]–[13]. Applying research on what brings faculty to change their teaching practices could increase women’s representation in this important field.

Research and theory that addresses what brings about teaching change generally focus on institutional factors and the characteristics of individuals. Institutional factors include organizational structure, culture, climate, and the reward system [14], [15]. Individual characteristics include awareness of and receptiveness to new ideas, values and attitudes related to specific innovations, perceptions of costs and benefits relative to existing practices, and attitudes toward gender issues [16]–[19]. Not generally addressed in the literature are social factors, such as the co-learning that occurs when faculty discuss teaching with each other locally and at conferences. Another important factor is the social nature of learning environments, including student-student and student-faculty interaction.

Although we did not explicitly ask faculty how or whether students influence their teaching choices, every one of our 66 interviewees described decisions about what they do in the classroom based on different forms of student feedback. Student feedback is central to a professor’s understanding of the relationship between what they do as a teacher and how students engage with and learn (or fail to learn) the course material. Faculty use student feedback as evidence for decision making, asking themselves, ‘should I change an aspect of instruction or class content or not?’ Understanding the many ways that students prompt faculty change is an underexplored area of faculty adoption of teaching practices. This paper takes a close look at how faculty describe student influence on their teaching practices in undergraduate computer science classes taken early in the curriculum. We chose early classes because we are most interested in faculty choosing to teach in ways that retain students. In early classes, students can still change to different fields of study with little effect on time to degree. Below we briefly review existing literature on student feedback, describe our methods, and discuss our findings. We close by describing two interviewees’ methods of gathering effective feedback.
II. REVIEW OF LITERATURE ON STUDENT FEEDBACK

Research on student feedback regarding teaching practices has almost exclusively focused on one type of formal feedback mechanism, student evaluations of teaching (SETs). SETs usually are distributed to all students in class on paper or online and ask students to rate closed-response items about multiple dimensions of teaching. They generally also include space for students to add open-ended comments. The distributions and means of all closed-response items are compiled, then provided to faculty with the open-ended comments. Not all students respond to SETs. Response rates of questionnaires administered either in class or online are likely to represent the opinions of only 43 to 60 percent of the students respectively, and sometimes as few as 20 percent [20]. Therefore, depending on the class enrollment, the overall ratings instructors receive can be based on a non-representative sample. Response rates for online SETs are generally lower than in-class administration, though mean scores may not be different from paper administration [20]. This depends on whether enrollment is high enough for those who respond to be considered a large enough sample for inferences to be drawn.

Research on SETs is more often focused on exploring the reliability and validity of the closed answer responses to questionnaires. Researchers disagree on the reliability and validity of SETs for representing quality of instruction, with some arguing that they are good measures and others arguing they are not [21]–[23]. Some argue that student ratings of instruction are unrelated to whether an instructor has produced learning and that instructor personality is highly correlated with perceptions of having learned [24]. The quality of the ratings depends on many factors, but especially on construct validity, or the degree to which an item measures what it is intended to measure [22]. In a review of the literature, Kulik argues that the more students believe they have learned from an instructor, the more highly the instructor is rated [23]. Perceived learning is not the only indicator of quality on SETs, however. Others have argued for the importance of distinguishing between student satisfaction (usually translated as whether students enjoy a class) and student achievement or learning [25]. These are distinct aspects of what happens in a class and should be examined separately to determine whether a rating suggests changing teaching practices. For example, faculty may make changes to improve the social climate or to increase student engagement in classroom discussions without explicit understanding of whether the changes lead to greater learning. However, results from studies examining whether faculty make changes to their teaching based on student answers to closed-response portions of SETs are mixed [26], [27]. Closed-ended ratings may be too abstract to be helpful.

In contrast, faculty seem to find open-ended comments useful. A study at a private, mid-sized university found that among 436 faculty respondents to a survey, 43 percent reported that they make changes in classes based on students’ comments [26]. Other studies support this finding [28]–[30]. Written comments are considered more detailed and informative and may offer ideas for specific improvements to classes, suggesting that the open-ended comments have more likelihood of influencing teaching practices than scale items [28]. A major drawback to relying on written comments, however, is that fewer students contribute written comments in SETs than fill out the quantitative portion of the survey. Various studies have reported that as few as 10 percent and up to 70 percent of students supply open-ended comments [31]–[34]. Although our findings are consistent with these studies, our interviewees talked about several other sources of student feedback on which they based teaching changes.

III. SAMPLE PROFILE AND RESEARCH METHODS

This qualitative study employed a multi-method approach to studying faculty teaching practices and change within their particular institutional contexts. Qualitative studies are useful for developing an in-depth, nuanced understanding of the nature and motivations of human behavior and how these are influenced by situations. Multi-method approaches allow the collection of data from different viewpoints, in this case the self-reported practices of faculty in interviews and descriptions of learning environments and their student and faculty inhabitants by trained observers.

A. Participant Profile

The findings are based on interviews conducted with 66 computer science faculty members teaching early, “gatekeeper” courses in 36 postsecondary institutions across the United States. The institutions chosen for the study were deliberately diverse: research-intensive, women-only, U.S. minority-dominant, public, private, elite, two-year, four-year liberal arts, and technical institutes. They were also geographically diverse. Interviewees’ job types were equally diverse, ranging from doctoral student teaching assistants, part-time and full-time teaching faculty, tenure-track faculty in teaching and research institutions, to heads of departments. This wide range of institution and faculty job types provided deep, contextualized understanding of how faculty think about and implement change in teaching.

B. Data Collection: Interviews and Observations

We used a semi-structured approach to both interviewing and observation. Semi-structured interviewing stimulates informants to talk about particular topics, but also allows them to express what is of primary importance to them. Based on empirical studies and a theoretical framework of adoption of teaching practices in higher education, the interview protocol asked faculty to describe their teaching experience and background, how long they had been teaching, class sizes, how they understood their role as teachers, and teaching practices they had used, past and present, and why. Interviews lasted between 43 and 107 minutes, averaging 71 minutes. Two interviews were conducted with focus groups of three faculty each to probe the issue of student feedback as discussed here.

Observations accompanied 51 of the 61 interviews, but are used here only for contextualization. The purpose of observations was to provide deeper understanding of what faculty mean when they say they use a teaching practice or...
approach, a deeper understanding of student behavior in the classroom, technology available in classrooms, and the physical environment of the classroom that can influence teaching choices (e.g., chairs bolted to the floor make collaborative problem solving difficult).

C. Data Analysis

All but four of the 61 interviews were recorded and transcribed. Detailed, typed notes were taken of all interviews, including the four that were not recorded. Transcripts and observation notes were loaded into Dedoose qualitative research software. Each of the authors listened to and read the transcripts multiple times to identify patterns in the data. Patterns were developed into categories, and excerpts of transcripts were coded by these categories. As we listened to recordings and read transcripts, we were struck by the number of participants who talked about interactions with or observations of students as well as comments on student evaluations of teaching when talking about motivations to change teaching practices.

IV. FINDINGS

A. The Goals of Change: Learning and Engagement

Faculty change their teaching practices primarily for two interrelated reasons, improved learning and increased engagement. Faculty can make judgments about learning based on assessments, but judgments about student engagement are often based on faculty observation of student behavior in class. Faculty believe that increased engagement is important for motivating students to learn. For example, a professor who introduced robots into an introductory programming course said,

“The reason for using robots is not that I want them to become roboticists. Right? The whole reason why I am using a robot is that I see that it’s getting them excited. I see that it’s getting them into classes, getting women into our classes. And I see that they’re staying. Because they’ve seen what computer science could do or they’re excited about it, they want to do more things. And one very telltale sign of it is how many assignments they do that they weren’t asked to do. They will just sit there and voluntarily program more things because they want the robot to do this and that, even if I didn’t ask them to do that. So it’s, it’s a motivation thing.”

Faculty associate engagement with excitement and desire to learn and thus an important goal of changing teaching practices. In the analysis below, we describe student-prompted faculty change. First we describe sources of feedback, then discuss how those sources are problematic for evidence-based decision making.

B. Sources of Student Feedback

Four primary sources of student feedback were described by our interviewees. These are formalized evaluations; feedback inferred from performance; direct requests from students; and nonverbal behavior. We define these and give examples from interviews of how faculty used them in the following sections.

1) Formalized Evaluations

Formalized evaluations include student evaluations of teaching (SETs), but SETs are not the only formal method. This feedback is actively sought by faculty, and students may be anonymous or may be identifiable. Formalized evaluations are part of the structure of the class and intended to be broadly representative of student opinion. This may be the case when questions are standardized, students are anonymous, and the sample of total students is large and representative. But when a formal evaluation is conducted as a class discussion, faculty are less likely to hear students’ true opinions, either because of attitudes toward authority, because students like the instructor, or other reasons.

Faculty often cited student evaluations as evidence that a change was needed or had been successful or unsuccessful. Discussing why she decided to switch the mode of instruction in her large-lecture class, a professor said, “my evaluations went way down from when I taught during the summer with a small class to the big class. I wasn’t as happy. Students weren’t as happy.” Another professor noted that after changing to an inverted classroom approach [35], his evaluations improved, saying, “This is the first time when I got all fours in all the categories. Four being the highest. They loved the class. And what did they like about it? There was no intimidation anymore. ‘I’m going with my own pace.’” However, because overall ratings on evaluations are often a measure of whether students liked the class, rather than of learning, the use of student ratings may be a poor source of evidence for deciding to change. While it is much easier to make a change that students like than one that they don’t like it is important to distinguish student satisfaction from student learning.

Many faculty reported using standardized evaluations as an overall positive or negative reaction to instruction in the class that semester and as a reason to continue or discontinue the new practice. However, in a focus group at a small liberal arts college, consistent with literature reviewed earlier in this paper, interviewees told us that the questions on standardized evaluations were not specific enough to give helpful insights about potential positive changes that could be made to a course. “I want to know, not at some abstract level, but in ways that are specific enough to make a difference, ‘what should I do?’” To get better information, one interviewee created his own more specific evaluation form, asking questions contextualized to the class. Another described holding full-class discussions at the end of each semester to gather feedback.

With respect to open-ended comments, faculty tend to place more emphasis on those from a few students than on the data from the quantitative survey portion of evaluations, though the latter is more likely to be completed by all students. While written comments are valuable, they cannot be considered broadly representative. Faculty often referred to “students” when they talked about comments on SETs. When pressed to think about how many students had referred to that issue, they often replied that it was just one or as many as a few. For example, in response to the question, “How many students have to write that comment
for you to find it compelling?” a professor at a small liberal arts college reasoned,

“If you wanted me to pick a number it’d probably be four. And if, there’s some unexpected theme that’s mentioned, apparently independently on four different papers, it’s unlikely that this is a cabal that’s formed specifically for this purpose. It’s more likely they've seen something real.”

However, interviewees often automatically generalized from one to many, then implicitly used the generalization as evidence for making a teaching choice. Asked how particular comments would affect what he would teach in the next iteration of a class, an interviewee used “comment” in the singular:

“Well, I’ll make an effort to implement it. For example, I got this comment that I don't solve enough examples in the class. And I think examples really help so, I want to take more time to do that.”

In this case, the request seems very reasonable for a computer science class, where modeling a problem solving approach is important. However, there is no way for the professor to know if this is the most important use of class time for the greatest number of students or if it is just one student’s need. A few interviewees described another way of formalizing the gathering of feedback. Some train their teaching assistants to routinely ask students how they are doing during lab, believing that students may be more likely to say what they think to near peers.

2) Feedback Inferred from Performance

Feedback inferred from performance is actively sought by faculty through assessments of student learning. Students can be identified and a measure of central tendency (usually the mean) of learning outcomes (scores or grades) can be identified. Together with distribution and range, a mean can be used to represent the entire class. This source of feedback is also formalized, with standard questions for all students. It is an involuntary form of feedback, since students must complete assessments in order to pass a class. Feedback concluded on the basis of student performance on assignments and tests has one major advantage over many of the other types of feedback, which is that it provides data from all of the students. Almost no other source of feedback (excepting SETs, discussed above) discussed by faculty in our interviews accomplishes this and clearly it is important to understand the needs of all students in a class before making a major teaching change that will affect all of them.

Interviewees often discussed grades on homework and tests as both impetus for change and evidence that a change had been successful or unsuccessful. For instance, one professor tried the inverted classroom after hearing about it at a conference. She made the decision to try the new practice because of poor grades on a test: “I had given a test and I was just destroyed over the grades I got. So I said, okay, I’m going to try this idea that I heard about.” In this case, a professor was already aware of a new teaching practice and was spurred to implement it because of worse than expected student performance on a test. The main drawback to this source of feedback is that while it can tell faculty what topics students are having difficulty with, assignments and tests may not provide good information on why students are having trouble with those topics – what their misconceptions are. Understanding students’ misconceptions requires more direct interaction with students, who may or may not be able to articulate those misconceptions.

3) Direct Requests from Students

Direct, voluntary requests from students are offered by students, but not actively sought by faculty. Students may think that they are taking a risk, given that they are identifiable and may be perceived as challenging the instructor’s authority. Such requests, made by email, questions in class, or informal conversations, are rarely representative of an entire class. Although sometimes these requests were for small changes, such as changing the requirements for robot programming from fighting to dancing, several instructors remembered these types of interactions with students as catalysts for a large change in teaching practices or style. This was often a shift from a lecture-style class to approaches that increase interaction such as the inverted classroom, peer-led team learning, group problem solving, or a mix of such practices in addition to some lecture. A professor at a large public research university describes her reaction to students asking her to stop lecturing in class, but instead to depend on students to read the material and use the class for working together. She said,

“I was just like, huh?? At that time all of my classes were kind of formal lecture classes where I stood at the front of the class and delivered material. But that’s not what they wanted. It turned out that what they wanted was more appropriate for that class than the approach I originally took. And so the class as I taught it over the years had evolved into more of a practicum/laboratory sort of thing.”

A professor at a mid-size state university serving a relatively low-income student body talked about some students who had been awarded a $10,000 scholarship, who wanted to leave the major, which would mean losing the precious funds. In his class, he lectured and answered student questions for a few minutes, then walked around helping students work out “homework” problems. Later, he explained that this teaching approach was based on a direct request:

“I’m pretty easy going on my students. Right? They know they can talk to me. And she came up and said: ‘You need to do more to get involved with the class.’ She and another person told me that they almost dropped out of CS1 in their first semester and if hadn’t been for the scholarship they had received, in about the third or fourth week they would’ve just run like bunnies. And I took that seriously. ‘What do I need to change it?’ I asked them, and what they told me was ‘not enough hands-on’. ‘We were too lost at the beginning of your course.’ They, they didn’t have any background.
realized, boy, you know, I thought I was doing a good job at bringing in people who were not comfortable yet with computer science. I started to really rethink my teaching. About what I do.”

A similar request was made of an assistant professor at a small, private liberal arts college. He was new to his position, having recently graduated from a large, public research university where lecturing was the norm. He describes his decision to stop lecturing based on requests from multiple students:

“And I think it took about a year for me to realize that it just wasn't working anymore. My prep time was not being spent well at all. I wasn’t spending the time mastering the material, and thinking about how these students can best learn it. And you know I’ve heard that issue from several of my colleagues that it took them about a year to get out of that mentality, and I think it’s because a lot of us do come from bigger schools.”

This professor interpreted his lack of success as a kind of cultural conflict in that his students at the small school where he was teaching expected to interact more directly with their instructors than the lecture-style teaching he was used to. He successfully addressed both his students’ complaints and his concerns about learning outcomes by shifting his teaching style from solely traditional lecture to include other, more interactive practices such as group problem solving. However, some direct requests may serve only to avoid problems. This professor described how he stopped using pair programming because of a complaint by a female student that her male programming partner wanted to be engaged and intelligent when he talked to them one on one.

“…okay, these students’ faces look happy and I’m feeling more connected to them, and I’m better able to manage what I’m doing because I know what’s going on with them” contrasted with “I get this feeling that, I look at their faces and I get this feeling I wasn’t really effective.”

Making judgments about students from their nonverbal feedback may also provide faculty with a reason not to make a change. One professor, who perceived his students as quiet and unengaged, was worried that the inverted classroom would not work in his case:

“I can just see Monday morning rolling around and after ten minutes they're out of ideas, uh, questions. Or half of them haven’t done the reading and they're just lost. Or maybe don’t come to class because they hadn’t done the reading. I hate to do it.”

Two other examples show how instructors’ perceptions of students’ engagement are not always accurate. For instance, appropriate classroom behavior can be very different across cultures. One professor at a American Indian tribal college found that,

“(American Indians in this tribe) are taught not to look at, it’s disrespectful to look at somebody in the eye that is an elder or a superior. And so when it looks like they're not paying attention they're actually giving you respect.”

This professor initially interpreted lack of eye contact from students as disengagement, but he found those students to be engaged and intelligent when he talked to them one on one. When he asked the department chair about disengaged in-class demeanor, the chair pointed out that the professor was probably unaware of the cultural difference at play in the situation.

In a second case, a professor at a small liberal arts college was concerned because she felt that only a few students were responding to questions and that these students may have been intimidating others. She combined two strategies to overcome lack of talkativeness in her students. She required that students complete a questionnaire about studying data structures before the first day of class. One question asked about students’ comfort with speaking up and she asked them to try to come out of their comfort zones. She backed this up throughout the
semi-term by using turn taking techniques to call on all students equally (see [37]). This method led her to the revelation that her interpretations of student engagement were sometimes wrong. Having observed a student lying across his desk, she called on him anyway because it was his turn. She was surprised:

“...So... I asked <student> the question, and what I actually found is that at least some of the time <student's> head comes up, and he answers the question. He was following along just fine. He was totally on the same page with everyone else and so on. And so that was really revealing to me in that you may think, from your observations of the class, that you know what's going on and what the dynamics are. And obviously it's not always wrong, but sometimes it is wrong. And that's a really useful reality check.”

She also noted that one can assume that students are smarter than they are because they are willing to speak up:

“...there are also people who are kind of vocal. And from their pose and demeanor and the fact that they'd ask you questions on some things, you would think that they were pretty smart and on the ball. But when you follow this kind of scheme, and you pick on them with an arbitrary question, well, actually, they aren't quite as good as you might have thought they were. So, you know, it goes the other way as well.”

In that case, she felt students were willing to speak up about concepts they knew, giving off the perception that they knew a lot. As we discuss below, student feedback can be problematic in many ways.

C. The Problematic Characteristics of Feedback aka How Do You Know What to Believe?

Student feedback has several characteristics that make it a risky kind of evidence for decision making. It may be actively sought by faculty or inferred from student behavior; students may be anonymous or identified; feedback may be broadly representative or a minority opinion; topics can be standardized for all students or generated by students’ individual concerns; and feedback may be volunteered by students or simply “given off” unintentionally.

Some feedback is intentionally sought, either because faculty are required to seek it (e.g., student evaluations of teaching) or because they want to. In contrast, other feedback is not actively sought, but is based on observing student behaviors. Both elicited and inferred feedback can be problematic as sources of evidence. When faculty go out of their way to elicit feedback, as in a class discussion held just for that purpose, students’ opinions may change toward the instructor, since students may take that as a sign of concern for their learning and welfare. In contrast, inferred behavior is a problem because as we described above, nonverbal communication is difficult to interpret accurately.

Students either give feedback with the expectation that they are anonymous (as in the case of SETs) or knowing that they can be identified by their professor (as in the case of emails or direct requests). Students may be less likely to contribute critical feedback in situations where they know that the feedback can be connected to them. They may also do “facework” [38] for faculty, not wanting to disappoint nor criticize, because although they may not like the instruction, they may like or respect the instructor. Effective facework is transparent, so faculty may believe only the positive comments. On the other hand, however, when students know they cannot be identified, they sometimes use the opportunity to give unwarranted criticism.

In our findings, relatively few of the sources of feedback on which faculty relied did in fact broadly represent the entire class and feedback that represented very limited numbers of students sometimes had an outsized influence on decisions about teaching change. Every person who has ever taken statistics or studied reasoning understands that in order to generalize the data from a sample to a larger group, the sample must be large enough that a finding is not due to chance and representative of the population it is meant to describe. SETs are intended to represent an entire class and if the subset of students who completes the form is large enough, one could infer generalizability with a certain degree of confidence. Comments on SETs, however, cannot be generalized. Even if two or more persons wrote about the same issue, it is not clear that their opinion can be quantified and generalized. The only way to generalize is to ask all students about that issue. It is also hard to know whether the sample of students who do respond might be biased either in favor of the instruction or against it, as is the case with voluntary reviews on commercial web sites.

The content of comments or ratings can either come from a standard set of questions that all students are asked as a part of activities that are structured into the course (such as SETs), or can be based on the interests or needs of a particular student. This distinction is important because standardized questions reduce the information to a point that it is not useful for decision making, whereas comments that are not limited by a standardized form may bring to light issues that the professor would not have considered otherwise. Certainly, comments are more closely about a particular class, its contents, and instructor. On the other hand, one might problematize even the closed-ended items, since given their level of abstraction, it’s hard to know exactly what details were brought to mind when a student rated the item.

Feedback may be intentionally volunteered by students or may be communicated unintentionally. Both can have an effect on teaching decisions. For example, a student reading their Facebook newsfeed through one’s lecture in class is unintentionally (hopefully) communicating a lack of interest in the lecture. The potential danger of relying on this source of feedback alone is that judgments of facial expression, body language, and (mis)behavior can be inaccurate, without adding another method of determining students’ engagement or learning outcomes. Faculty often take some types of voluntary feedback particularly seriously, such as one-on-one conversations or direct requests from students. However, they often also take unintended feedback seriously, drawing conclusions that can be inaccurate.
Faculty piece together all of these characteristics of feedback in context and make decisions about what students need and how and whether those needs can be provided.

V. SOLUTIONS OFFERED BY INTERVIEWEES

Our findings are consistent with those of Fossati & Guzdial, who, in interviews with 14 computer science instructors, found that teachers tended to not use empirical evidence [39]. Instead, faculty in their study relied on intuition and anecdotal evidence. We argue above that our intuitions can be wrong and anecdotes are not generalizable, and the reasons that we hear them may be biased. One solution to the problem of inaccurate interpretations of feedback is to increase the frequency and structure of feedback mechanisms, making sure that it comes from all of the students, not just those who sit in the front row or the ones who are willing to take the time to come to office hours. We conclude by describing two feedback mechanisms used by interviewees, one who taught in a large lecture format, and the other in a small, lab-based setting.

Gathering feedback from all students is particularly advantageous, since feedback that occurs during classroom discussions generally does not have this characteristic. One professor at a small liberal arts college routinely distributed a three page questionnaire that asked quite detailed questions about the course. Questions include whether the particular instructional approach contributed to understanding the topic, if the student would have preferred a different approach, and whether the approach was engaging. Also requested are comments on pace, required laboratory exercises, and class activities. Finally, students are asked to rate the learning resources (e.g., textbook). Although they did not have to put their names on the questionnaire, students were required to turn it in before they could take the final exam. These questionnaires clearly provide a wealth of information to support evidence-based decision making. The practice, however, is untenable with large student enrollments.

At a large, public state research university, one professor gathered frequent feedback from students in large classes (roughly 80-100 students) in two ways. First, she gathered immediate feedback on topic comprehension during class by having students “vote” on the right answer using “clickers.” This gave her a general idea of whether or not most students understood a topic. Before telling them the correct answer, she had students break out into small groups to discuss the question while wandering around the classroom and listening in on several of the groups. This allowed her to gather feedback from individual students that was invaluable for her understanding of their misconceptions. She described the value of this feedback for day-to-day teaching choices:

“So the individual vote comes in and I think whoa, I thought this was an easy question but, you know, forty percent of the class got it wrong. ‘How is it even possible to not get this right? You know you just think this is so easy! I don’t even understand how, what can go wrong here.’ (slight laugh) And so when I go listen to what the students are saying then, and I hear what they’re confused about, I say ‘Oh, that? Ok.’ And sometimes it’ll remind me of, you know, those memories, now long buried (slight laugh), of what I used to find confusing about that. And then sometimes it’s things that never ever would have occurred to me to be confused about but, um, just a different way of thinking about it. So that gives me a chance to quickly study what do I need to talk about when I debrief that question.”

The professor believed that this practice also had the additional effect of making students comfortable speaking up in class:

“And, you know, every faculty member knows the feeling of saying ‘Are there any questions?’ and no hands go up. And then, you know, everyone bombs the midterm or whatever. But I find that that doesn’t happen as much anymore because it’s kind of like we’ve broken that taboo against speaking up in class. So now they’re used to talking, and they’re much more forthcoming with questions or answering my questions even when we’re structurally in a more traditional mode because they’re just, they’re just more… I frankly think they’re just also more awake. There’s more blood flowing (laughs).”

Throughout our interviews with computer science faculty, the idea of student feedback as an important factor or motivator in decisions about changing teaching practices came up over and over again. It may be possible to inform students about effective ways to communicate their desires with faculty. Understanding the process by which faculty decide to adopt new teaching practices is central to supporting adoption of effective teaching practices.
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